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Abstract 

Many clinical scenarios involve in-bed monitoring both at the hospital or even at home giving 
in-bed action recognition technology a relevant position when we aim at behavior/motion 
capture monitoring. A wide range of potential clinical applications involve from intensive care 
and neuro-critical infirmary to sleep monitoring at home. One such relevant application is the 
epileptic seizure motion quantification for diagnosis support, in the neurology area, that is 
known to be a highly demanding environment to perform motion quantification for clinical 
support [1]. Although promising, action recognition in such clinical environments pose several 
challenges that need to be tackled in order to realize the full potential of this technology for 
routine clinical usage in the future. 

Epileptic seizure semiology (the study of clinical signs during seizures to support diagnosis and 
therapeutic decisions) is currently performed through video monitoring data. There are other 
approaches utilizing techniques from classical computer vision, image or video classification, 
keypoint or keypoint stream classification, however only a few action recognition approaches 
exist [2, 3]. Most of these are end-to-end approaches. However, there is a need for 
quantification, and explainability of the classification to identify the movements contributing 
the most to the classification of the seizure, both from the clinical and technical perspective. 

To address the challenges of in-bed monitoring and action recognition systems, our group is 
developing approaches such as BlanketGen [4], to address the challenge of blanket occlusion 
present in these scenarios. To evaluate the improvements of approaches utilizing BlanketGen 
and other systems an action recognition dataset was developed of these scenarios dubbed as 
BlanketSet [5]. 

In order to recognize actions performed in bed, a two-step process is being developed. The 
proposed first stage of our approach extracts 3D motion capture (MoCap) data to track the 
full body movements of a person in the bed. Then the second stage uses this for skeleton 
action recognition to identify the specific actions that are being performed by the person in 
bed. 

During the development we have identified the need for better quality data to improve the 
accuracy and reliability of our approach. To address this need, we have initiated the recording 
of a new 4K-RGB-D dataset of epileptic seizures and a Movement of Interest (MOI) simulation 
dataset, building on top of our previously developed collaborative development framework 
with our clinical partners [6]. This framework allows us to collect data in a real-world 
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environment and to collaborate with clinicians to ensure that the data is collected in a way 
that is relevant to the clinical needs. This better quality data, with higher resolution is required 
for the quantification of full body movements, especially it is vital to track the hands and face. 
With this 4K resolution, the hands and face are still represented with a decent number of 
pixels, - on the scale of 150x150 for hands and 300x300 for face, from a viewpoint of a 
common clinical monitoring perspective, this is naturally 4 times the pixels compared to 1080p 
videos from the same viewpoint. 

The expected results of using 3D MoCap for action recognition on 4K-RGB-D videos are that it 
will be able to quantify not just the large movements, but the smaller details of the scene, 
which can contribute to a better action recognition approach. It can also contribute to 
epileptic seizure classification with greater detail and explainability. Currently the data 
acquisition is ongoing, and promising initial MoCap results have been obtained on these 4K 
videos. Now, a temporo-spatially stable 3D MoCap system is being developed, and it is 
expected to have a prototype system available soon. 

The future work for this project includes testing the system on a new dataset that is being 
acquired and to improve the accuracy of the MoCap system and making it more robust to 
noise. Moreover, explore the explainability of the approach, as it allows users, clinicians to 
understand how the system is making its decisions, where the proposed 2-stage approach 
opens up the opportunity to provide quantitative explanations of the action classification 
based on the contributing movements. 

We believe that our approach has several advantages over other approaches developed in 
scope of epileptic seizure classification for clinical in bed action recognition. First, our 
approach is aiming to capture the smaller details of the scene, which can be important for 
accurate action recognition. Second, our approach aims to provide explainability, which is 
cruicial for clinical diagnosis support applications where it is important to understand how the 
system is making its decisions. 

In conclusion, the proposed 2-stage concept is a promising approach that has the potential to 
improve the accuracy and explainability of action recognition systems utilized for in-bed action 
recognition based clinical diagnosis support, by providing the quantified and interpretable 
latent space of 3D MoCap for video based action classification. 
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